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ABSTRACT

Software-related problems have an incredible impact on society, organizations, and users that increasingly rely on information technology. Specification, verification and testing techniques aim to avoid such problems. However, the growing complexity, scale, and diversity of software complicate matters. Since software is evolving and operates in a changing environment, one cannot anticipate all problems at design-time. Hence, we propose to analyze software “in vivo”, i.e., we study systems in their natural habitat rather than through testing or software design. We propose to observe running systems, collect and analyze data on them, generate descriptive models, and use these to respond to failures. We focus on process mining as a tool for in vivo software analytics. Process discovery techniques can be used to capture the real behavior of software. Conformance checking techniques can be used to spot deviations. The alignment of models and real software behavior can be used to predict problems related to performance or conformance. Recent developments in process mining and instrumentation of software make this possible. This keynote paper provides pointers to process mining literature and introduces the “Big Software on the Run” (BSR) research program that just started.

Categories and Subject Descriptors

D.2.2 [Software Engineering]: Design Tools and Techniques; H.2.8 [Information Systems]: Database Applications—data mining; D.2.8 [Software Engineering]: Metrics—software science

General Terms

Measurement, Performance, Verification
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1. SOFTWARE CHALLENGES

Software forms an integral part of the most complex artifacts built by humans. Software systems may comprise hundreds of millions of program statements, written by thousands of different programmers, spanning several decades. Their complexity surpasses the comprehension abilities of any single, individual human being [3]. Accordingly, we have become totally dependent on complex software artifacts. Communication, production, distribution, healthcare, transportation, education, entertainment, government, and trade all increasingly rely on “Big Software”. Unfortunately, we only recognize our dependency on software when it fails. Malfunction information systems of the Dutch police force and the Dutch tax authority, outages of electronic payment and banking systems, increasing downtime of high-tech systems, unusable phones after updates, failing railway systems, and tunnel closures due to software errors illustrate the importance of good software.

Problems are not limited to crashing and incorrectly operating software systems. Software may also allow for security breaches (unauthorized use, information leakage, etc.), cause performance problems (long response times, etc.), or force people to use the system in an unintended manner. There is no reason to assume that things will get better without a radical change of paradigm. We see the following challenges [3]:

• **Growing complexity**: software systems do not operate in a stand-alone manner, but are increasingly interconnected resulting in complex distributed systems.

• **Growing scale**: increasing numbers of organizations use shared infrastructures (e.g. cloud computing), the number of devices connected to the internet is increasing, and an increasing number of data is recorded (e.g. sensor data, RFID data, etc.).

• **Increasing diversity**: there is a growing diversity in platforms (covering traditional CPUs, multi-core architectures, cloud-based data centers, mobile devices, and the internet of things), versions (different releases having different capabilities), and configurations.

• **Continuous evolution of software**: late composition (components are assembled and connected while they are running), remote software updates (removing old errors but introducing new ones), and functional extensions (by merely changing running software) lead to unpredictable and unforeseen behavior.
Figure 1: Challenges for today’s and tomorrow’s software systems.

- **Continuously changing environment**: the software must run in an ever-changing context of (virtualized) hardware, operating systems, network protocols and standards, and must cope with wild variations of available resources, such as computer cores, bandwidth, memory and energy. Moreover, the software may be applied in ways not anticipated at design time.

- **Increasing demands related to security and trust**: as our reliance on software grows, concerns about security and privacy increase.

To date, the computer science discipline has tried to address such problems by proposing new design methodologies and programming/specification languages. However, these *a priori* techniques have inherent limitations: we cannot predict evolving requirements and circumstances at design time and numerous examples show that traditional approaches cannot cope with the complexity of today’s information systems. Despite progress in software engineering, we still lack the knowledge and expertise to build large software systems that are reliable, robust, secure, fast, and well-aligned with continuously changing circumstances. This is the reason that manufacturers of electronic devices and information systems have started to monitor actual system behavior. They are recording problems (e.g. monitoring system crashes and component failures), but typically only address problems in a trial-and-error fashion.

We propose to more systematically exploit the enormous amounts of event data are already being recorded by/from software systems running in their natural habitat. We accept that software may malfunction and study software systems in their natural environment to better understand the problems and to minimize their impact.

2. **BIG SOFTWARE ON THE RUN (BSR)**

This paper is inspired by the “Big Software on the Run” (BSR) research program [7] that started in 2015. The program will run for a period of four years and is supported by the three Dutch technical universities (Eindhoven University of Technology, TU Delft, and University of Twente).

It was initiated by 3TU.NIRICT, the Netherlands Institute for Research on ICT, which comprises all ICT research of the three universities of technology in the Netherlands. The program is based on an earlier national grant proposal involving additional partners such as Vrije Universiteit (VU) and Radboud University Nijmegen (RUN) [3].

The BSR research program proposes to shift the main focus from *a priori* software design to *a posteriori* software analytics thereby exploiting the large amounts of event data generated by today’s systems. The core idea is to study software systems in vivo, i.e., at runtime and in their natural habitat. We would like to understand the actual (desired or undesired) behavior of software. Running software needs to adapt to evolving and diverging environments and requirements. This forces us to consider software artifacts as “living organisms operating in changing ecosystem”. This paradigm shift requires new forms of empirical investigation that go far beyond the common practice of collecting error messages and providing software updates.

Unlike traditional testing approaches (both white- and black-box testing), we focus on analyzing the software system in its natural environment rather than a controlled experiment conducted offline. Moreover, we consider many variants of the same software system running under possibly very different circumstances. Most testing approaches are not applied in vivo and try to cripple the system using usual and unusual input. We study systems in their natural habitat and try to avoid that systems crash or are slowed down. Unlike research on fault tolerant design and runtime verification, we focus on understanding the software system first. *We do not assume that we can always define the correct behavior and corresponding countermeasures upfront. Instead, we aim to learn as much as possible from the information derived from run time data, and subsequently we use this knowledge to diagnose problems and recommend actions.* Breakthroughs in discovery, conformance checking, and prediction are tightly coupled to novel interactive visualizations.

Figure 2 shows an overview of the BSR research program. Running software systems are the result of software development processes that we would like to provide with results from in vivo software analytics. To do this we need to extract events from the running software. This can be done in two ways: (1) the code is instrumented with logging functionality and (2) the data sets managed by the software are extracted and transformed to event data. In both cases, event data revealing the actual software behavior are created as input for analysis. Part of the BSR research program focuses on *process mining* [1] as a tool to analyse behavior based on such event data. The following techniques are used:

- **Discovery techniques** aim to discover process models from event data and provide insightful visualizations of the actual software behavior. The results reveal how software systems are actually being used.

- **Conformance checking techniques** aim to detect deviations from normative or descriptive models. The model may be based on domain knowledge or based on discovered models.

- **Prediction techniques** aim to predict functional and non-functional properties of running cases, individual systems, and classes of systems.
As shown in Figure 2, diagnostics, (process) models, and a wide variety of visualizations are provided as input to the software development process.

Since the focus is on the behavior software systems and not on their structure, process models play a central role in the BSR research program. Note that process models serve as both input and output for analysis (see Figure 2).

3. SOFTWARE AS A LIVING ORGANISM

To explain our focus on in vivo software analytics, it is helpful to view a software system as a living organism (like a human being). Whereas traditional approaches in computer science aim to create new “perfectly designed organisms” from scratch, we try to better understand the relationship between characteristics of individuals, lifestyles, symptoms, and health-related problems and use this information to recommend corrective measures. Instead of designing new design methodologies and programming/specification languages, we want to provide a comprehensive set of tools for the diagnosis, treatment, and prevention of software-related problems.

Collecting event data can be seen as recording blood pressures, taking X-rays, examining blood counts, etc. Medical symptoms may point to diseases, just like system crashes, service calls, and user complaints indicate software-related problems. We would like to identify patterns that indicate a particular type of software problem. To understand a disease and its causes, one needs to monitor many patients. To understand software-related problems (i.e., diseases), we need to compare event data from many different sources. The same software or different versions/variants of the same software may be used by different organizations and users. In a similar vein to everyday health problems, software problems may be inherited (e.g. built upon instable software components or platforms), accidental (e.g. unanticipated integration problems) or due to lifestyle factors (e.g. unanticipated use or overloading). Fortunately, modern computing infrastructures allow for the collection of event data from different sources and use these data for comparative analysis.

Just like humans, software systems need to adapt to changing circumstances. However, unlike diseases or traumas, software problems are not caused by wear, heavy use, or aging. Key problems are continuously changing functionality and circumstances as well as mankind’s limited ability to predict such changes. An additional problem is that software systems do not operate in isolation. To truly understand the behavior and usage of software, one needs to consider the entire ecosystem consisting of a variety of interconnected software systems. Our focus on in vivo software analytics makes it possible to study complex software ecosystems. Our analysis will not be restricted to individual software components. This is reflected by our desire to study “Big Software” systems in their natural habitat and to emphasize the interaction and interference between different subsystems.

We hope to provide a classification of software-related problems, similar to the ICD classification in healthcare. The International Classification of Diseases (ICD) provides codes to classify diseases and a wide variety of signs, symptoms, abnormal findings, complaints, and external causes of injury or disease. The ICD is published by the World Health Organization (WHO) and is used for morbidity and mortality statistics, reimbursement systems, and automated decision support in healthcare. We would like to understand software at a comparable level. Unfortunately, the diversity in software systems is enormous compared to humans. Humans –despite being unique– have many common features (e.g. two legs, ten fingers, one liver, and one heart),
whereas software systems tend to be much more diverse. Moreover, we would like to understand evolving software ecosystems consisting of a variety of interconnected subsystems. Our classification will not focus on software-related problems only. Software has the amazing ability to function properly for decades when left alone. There are software artifacts that can adapt to frequent changes and remain operational for an extended period. Therefore, we would like to learn from these best practices.

4. PROCESS MINING AS AN ENABLER

The paper emphasizes the role of process mining in the BSR research program. As shown in Figure 2, we consider three main types of process mining: discovery, conformance checking, and prediction.

Input for process discovery is an event log. Each event in such a log refers to an activity (i.e., a well-defined step in some process) and is related to a particular case (i.e., a process instance). The events are partially ordered. The set of events related to a case describes one “run” of the process. (Hence, the term process instance.) Such a run is often referred to as a trace. It is important to note that an event log contains only example behavior. In the software domain, it is particularly challenging to choose a suitable case notion [17]: What are the process instances in the software system studied? The choice determines the scope and nature of the process models discovered or used.

Process discovery, i.e., discovering a process model from a multiset of example traces, is a very challenging problem and various discovery techniques have been proposed [5, 6, 8, 9, 11, 12, 13, 15, 18, 19, 23, 27, 29, 30]. Many of these techniques use Petri nets during the discovery process. It is impossible to provide a complete overview of all techniques here. Very different approaches are used, e.g., heuristics [13, 29], inductive logic programming [15], state-based regions [5, 12, 27], language-based regions [9, 30], and genetic algorithms [23]. Inductive mining techniques based on so-called process trees provide various guarantees while still being able to analyse large and noisy event logs [18, 19, 20].

Conformance checking aims to “confront” process models (discovered or modeled by hand) with real-behavior as recorded in event logs. Various techniques have been developed [2, 14, 22, 24]. The more advanced conformance checking techniques create alignments, i.e., observed behavior is related to modeled behavior even if there are deviations.

Prediction techniques use a combination of historic data, learned models, and the current state of the software system. It may be possible to learn so-called “problem signatures”, i.e., patterns in event data that point to particular problems [10]. See [21] for a generic prediction framework.

See [25, 26] for recent case studies applying process mining to software systems.

5. CONCLUSION

This paper proposes to analyze software systems under real-life circumstances using process mining. This approach is followed in the “Big Software on the Run” (BSR) research program [7] and pointers to existing process mining approaches are provided in this paper.

However, the application of process mining to running software is still in its infancy. Lion’s share of process mining literature focuses on the operational processes supported by the software rather than the software itself.

Future work will focus on better instrumenting software systems. Source code transformation, binary weaving, or techniques to capture communication events are used to create the events. In [17] the joint-point-cutpoint approach from Aspect-Oriented Programming (AOP) is used to instrument the software. Apart from technical challenges, we also face the more conceptual challenge to select a proper case notion. In [17] process instances are based on user requests (called business transactions). However, different case notions are possible.

We will also try to exploit the specifics of software. The fact that there is an architecture (implicit or explicit), can be exploited by process mining techniques. For example, in [4] it is show that the “location” of the event in some software architecture can be used to discover better process models. Events often refer to a software component, class, service, or some other entity. This provides insights into (im)possible or (un)desirable interactions between parts of the software system. We can define patterns and anti-patterns [16, 28] that can be checked against the actual software behavior.
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